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ABSTRACT: In this study, black box artificial intelligence models (AI) including feed-forward 
neural network (FFNN), support vector regression (SVR), and adaptive neuro-fuzzy inference system 
(ANFIS) were used to predict effluent biological oxygen demand (BODeff) and chemical oxygen 
demand (CODeff) of Tabriz wastewater treatment plant (WWTP) using the daily data collected from 
2016 to 2018. In addition, the autoregressive integrated moving average (ARIMA) linear model was 
used to predict BODeff and CODeff parameters to compare the linear and non-linear models’ abilities in 
complex processes prediction. To improve the prediction of BODeff and CODeff parameters, the data post-
processing ensemble method was also used. The input data set included daily influent BOD, COD, total 
suspended solids (TSS), pH at the current time (t), and BODeff and CODeff at the previous time (t-1) and 
the output data included BODeff and CODeff at t. The results of the single models indicated that the SVR 
model provides better results than the other single models. In ensemble modeling, simple and weighted 
linear averaging, and neural network ensemble methods were applied to enhance the performance of 
the single AI models. The results indicated that using ensemble models could increase the prediction 
accuracy up to 15% at the verification phase.
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1- Introduction
Wastewater treatment plants (WWTPs) have complex 

physical, biological, and chemical processes usually with 
nonlinear behavior. Therefore, predicting such complex 
processes by physical-based models is somewhat costly and 
time-consuming. So, to increase the accuracy and improve 
the operation of WWTPs, the use of artificial intelligence 
(AI) methods is highly recommended [1]. In this regard, 
researchers have used AI methods to investigate complex 
phenomena such as wastewater treatment processes. For 
example, Mjalli et al. [2] used the ANN model to predict 
Doha West WWTP performance. Sherif et al. [3] evaluated 
the performance of SVR and ANFIS models to predict the 
performance of aerobic granule sludge reactors and showed 
that the SVR model provides more accurate predictions than 
the ANFIS model.

Each of the AI models due to its unique structure or features 
may have failures or errors in modeling a phenomenon. 
Recently, a model combination approach to reduce model 
errors and achieve comprehensive modeling has been 
presented as a models ensemble framework [4-8]. In this 
study, the outputs of several models were combined via three 
ensemble techniques i.e., simple averaging ensemble (SAE), 
weighted averaging ensemble (WAE), and neural network 
ensemble (NNE) to enhance the overall prediction of BODeff 
and CODeff. 

Considering the aforementioned studies, as a novelty of 
this paper ensemble model was employed to improve the 
efficiency of BODeff and CODeff modeling. Moreover, BODt-

1
eff and CODt-1

eff were used as input variables for the first 
time.
2- Materials and Methods
2- 1-  Case study and Data

Tabriz is one of the urbanized and industrialized cities 
of Iran. In this study, daily data were gathered from 
Tabriz WWTP over 2 years (2016-2018). Considering the 
significant role of BOD and COD parameters in effluent 
quality control, these parameters were selected separately as 
the models outputs, thus, each model has a single output. 
The correlation coefficient (CC) was utilized to determine 
the effect of each influent parameter on the BOD and COD, 
so, appropriate inputs were selected with a CC value greater 
than or equal to 0.20 for the input layer of the models.

2- 2-  Feed Forward Neural Network (FFNN)
ANN is used as a method to predict nonlinear phenomena. 

The FFNN method and the back propagation (BP) algorithm 
are widely used in various fields of science and they 
have presented acceptable predictions at various fields of 
environmental engineering. The ANN structure consists of 
three layers: input, hidden, and output layer.
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2- 3-  Adaptive Neural Fuzzy Inference System (ANFIS)
ANFIS is a hybrid model of fuzzy logic and neural 

network concepts to use the advantages of both methods as 
a unique model. Each fuzzy system consists of three main 
phases: fuzzification, fuzzy databases, and defuzzification.

2- 4- Support Vector Regression (SVR)
Support vector regression was developed based on the 

support vector machine (SVM) fundamentals. These neural 
networks are one of the supervised learning methods and 
unlike other neural networks, they consider operational 
risk as the target to be optimized instead of minimizing 
the computational errors between obtained and observed 
values.

2- 5- Auto-Regressive Integrated Moving Average (ARIMA)
The ARIMA model is an extended ARMA (auto regressive 

moving average) model that is used for time series that are 
not static. ARIMA is a linear model and it is capable of 
identifying the patterns of data and it allows for predicting 
the future based on past input data.

2- 6-  Ensemble of outputs
The main idea behind this multi-model approach is to 

use the unique capabilities of each model to estimate the 
data series pattern better. In this study, the ensemble model 
was performed employing three simple and weighted linear 
averaging and neural network ensemble techniques.

3- Results and Discussion 
At the first of modeling, FFNN, ANFIS, SVR, and 

ARIMA models were applied to predict BODeff  and CODeff. 
The results of the modeling are briefly presented in Table 1. 

As shown in Table 1, the SVR model has presented better 
results than the other models. In the following, the results of 
four single models are merged by three methods of ensemble 
models (i.e., SAE, WAE, and NNE). The results of the 
ensemble model are tabulated in Table 2.

According to Table 2, using the ensemble model 
increased the modeling accuracy. This is because integrating 

outputs of individual models decreases variance, and bias 
and improves the modeling efficiency. The SAE, WAE, 
and NNE methods increased AI modeling performance 
for BODeff and CODeff parameters by 11%, 11%, 13%, and 
14%, 14%, 15% in the validation phases over the single 
FFNN model, respectively.

4- Conclusion
In this study, BODeff and CODeff parameters of Tabriz 

WWTP were predicted via ANFIS, FFNN, SVR, and ARIMA 
models. Then, these models were combined with three 
techniques of the ensemble model. The following key facts 
are obtained:

-ARIMA model due to its linearity cannot predict complex 
phenomena such as wastewater treatment plants.

-SVR model was provided more accurate results than 
other single models.

-Ensemble models provided a better approximation than 
single models. Among three different ensemble techniques, 
the NNE model was more efficient and it could increase the 
accuracy of daily BODeff and CODeff modeling performance 
up to 13% and 15% in the validation steps, respectively. Due 
to the nonlinear nature of the WWTP processes, the use of the 
nonlinear ensemble method (NNE) is recommended.
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1. Introduction 
Wastewater treatment plants (WWTPs) have complex 

physical, biological, and chemical processes usually with 
nonlinear behavior. Therefore, predicting such complex 
processes by physical-based models is somewhat costly 
and time-consuming. So, to increase the accuracy and 
improve the operation of WWTPs, the use of artificial 
intelligence (AI) methods is highly recommended [1]. In 
this regard, researchers have used AI methods to 
investigate complex phenomena such as wastewater 
treatment processes. For example, Mjalli et al. [2] used 
the ANN model to predict Doha West WWTP 
performance. Sherif et al. [3] evaluated the performance 
of SVR and ANFIS models to predict the performance of 
aerobic granule sludge reactors and showed that the SVR 
model provides more accurate predictions than the 
ANFIS model. 

Each of the AI models due to its unique structure or 
features may have failures or errors in modeling a 
phenomenon. Recently, a model combination approach 
to reduce model errors and achieve comprehensive 
modeling has been presented as a models ensemble 
framework [4-8]. In this study, the outputs of several 
models were combined via three ensemble techniques 
i.e., simple averaging ensemble (SAE), weighted 
averaging ensemble (WAE), and neural network 
ensemble (NNE) to enhance the overall prediction of 
BODeff and CODeff.  
   Considering the aforementioned studies, as a novelty of 
this paper ensemble model was employed to improve the 
efficiency of BODeff and CODeff modeling. Moreover, 
BODt-1

eff and CODt-1
eff were used as input variables for 

the first time. 
 
2. Materials and Methods 
 2.1. Case study and Data 

Tabriz is one of the urbanized and industrialized cities 
of Iran. In this study, daily data were gathered from 
Tabriz WWTP over 2 years (2016-2018). Considering 
the significant role of BOD and COD parameters in 
effluent quality control, these parameters were selected 
separately as the models outputs, thus, each model has a 
single output. The correlation coefficient (CC) was 
utilized to determine the effect of each influent parameter 
on the BOD and COD, so, appropriate inputs were 
selected with a CC value greater than or equal to 0.20 for 
the input layer of the models. 
 
 2.2. Feed Forward Neural Network (FFNN) 

ANN is used as a method to predict nonlinear 
phenomena. The FFNN method and the back propagation 
(BP) algorithm are widely used in various fields of 
science and they have presented acceptable predictions at 
various fields of environmental engineering. The ANN 
structure consists of three layers: input, hidden, and 
output layer. 

 
 2.3. Adaptive Neural Fuzzy Inference System 
(ANFIS) 

ANFIS is a hybrid model of fuzzy logic and neural 
network concepts to use the advantages of both methods 
as a unique model. Each fuzzy system consists of three 
main phases: fuzzification, fuzzy databases, and 
defuzzification. 

 
 2.4. Support Vector Regression (SVR) 

Support vector regression was developed based on the 
support vector machine (SVM) fundamentals. These 
neural networks are one of the supervised learning 
methods and unlike other neural networks, they consider 
operational risk as the target to be optimized instead of 
minimizing the computational errors between obtained 
and observed values. 
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(ARIMA) 

The ARIMA model is an extended ARMA (auto 
regressive moving average) model that is used for time 
series that are not static. ARIMA is a linear model and it 
is capable of identifying the patterns of data and it allows 
for predicting the future based on past input data. 

 
 2.6. Ensemble of outputs 

The main idea behind this multi-model approach is to 
use the unique capabilities of each model to estimate the 
data series pattern better. In this study, the ensemble 
model was performed employing three simple and 
weighted linear averaging and neural network ensemble 
techniques. 

 
3. Results and Discussion  

At the first of modeling, FFNN, ANFIS, SVR, and 
ARIMA models were applied to predict BODeff and 
CODeff. The results of the modeling are briefly presented 
in Table 1.  

As shown in Table 1, the SVR model has presented 
better results than the other models. In the following, the 
results of four single models are merged by three 
methods of ensemble models (i.e., SAE, WAE, and 
NNE). The results of the ensemble model are tabulated 
in Table 2. 

 
Table 1. Results of BODeff and CODeff predictions by single 

models of FFNN, ANFIS, SVR, and ARIMA. 

Parameter Ensemble 
Model 

 DC 

 Train Validation 

BODeff 

SAE  0.8473 0.7972 

WAE  0.8498 0.7972 
NNE  0.8687 0.8120 

CODeff 

SAE  0.8786 0.8193 
WAE  0.8818 0.8198 

NNE  0.9238 0.8281 
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According to Table 2, using the ensemble model 
increased the modeling accuracy. This is because 
integrating outputs of individual models decreases 
variance, and bias and improves the modeling efficiency. 
The SAE, WAE, and NNE methods increased AI 
modeling performance for BODeff and CODeff parameters 
by 11%, 11%, 13%, and 14%, 14%, 15% in the validation 
phases over the single FFNN model, respectively. 

 
Table 2. Ensemble modeling results to predict BODeff and 

CODeff. 

Parameter Ensemble 
Model 

 DC 

 Train Validation 

BODeff 

SAE  0.8473 0.7972 

WAE  0.8498 0.7972 
NNE  0.8687 0.8120 

CODeff 

SAE  0.8786 0.8193 
WAE  0.8818 0.8198 

NNE  0.9238 0.8281 
 

4. Conclusion 
In this study, BODeff and CODeff parameters of Tabriz 

WWTP were predicted via ANFIS, FFNN, SVR, and 
ARIMA models. Then, these models were combined 
with three techniques of the ensemble model. The 
following key facts are obtained: 
➢ ARIMA model due to its linearity cannot predict 

complex phenomena such as wastewater treatment 
plants. 

➢ SVR model was provided more accurate results 
than other single models. 

➢ Ensemble models provided a better approximation 
than single models. Among three different 
ensemble techniques, the NNE model was more 
efficient and it could increase the accuracy of daily 
BODeff and CODeff modeling performance up to 
13% and 15% in the validation steps, respectively. 
Due to the nonlinear nature of the WWTP 
processes, the use of the nonlinear ensemble 
method (NNE) is recommended . 
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